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Abstract

Large Language Models (LLMs) have garnered001
growing significance in the realm of query-002
ing personal data, encompassing both struc-003
tured and unstructured information. Neverthe-004
less, these models confront inherent constraints005
stemming from their restricted context window006
size, which impedes the simultaneous inclusion007
of multiple lengthy documents. In this empiri-008
cal inquiry, we systematically examine method-009
ologies that enable the independent processing010
of individual data elements, circumventing the011
aforementioned constraint. Furthermore, our012
findings yeild valuable insights into the me-013
chanics by which an LLM handles its input.014

1 Introduction015

The utilization of Large Language Models (LLMs)016

has gained prominence in the domain of query-017

ing personal data, encompassing queries directed018

towards private documents or tabular structures019

within databases (Jiang et al., 2023). Notwithstand-020

ing this, a pronounced challenge in this application021

pertains to the inherent limitation imposed by the022

finite context window size, constraining the con-023

current incorporation of multiple extensive docu-024

ments (Mialon et al., 2023). In response to this025

challenge, services such as LlamaIndex (Liu, 2022)026

have emerged, with the core objective of mitigat-027

ing this constraint by integrating vector databases028

with LLMs. This fusion enables the storage of029

individual data entities in conjunction with their030

corresponding contextual information within vec-031

tor repositories, subsequently facilitating retrieval032

during the query processing phase.033

The practice of in-context learning has emerged034

as a prevalent strategy for adapting pre-trained035

LLMs to diverse tasks, as discussed in a survey036

by (Dong et al., 2023). This approach involves fur-037

nishing the LLM with multiple instances serving as038

in-context demonstrations, affording it the capabil-039

ity to discern patterns and respond proficiently to040

queries. Notably, the presentation of such examples 041

within the context window must occur sequentially 042

to support effective pattern acquisition. However, 043

in the specific context of custom data querying, we 044

find ourselves free from the constraint of sequen- 045

tial ordering. Instead, we possess the flexibility to 046

address each data example in isolation. 047

This paper embarks on an exploration of tech- 048

niques geared towards the independent processing 049

of individual data instances, as opposed to their 050

sequential treatment. Our primary objective in this 051

pursuit is to harness greater control over the data 052

under consideration, while concurrently expanding 053

the scale of the data involved. By processing data 054

in an independent fashion, we streamline opera- 055

tions such as data deletion, addition, and modifica- 056

tion, without necessitating computational reitera- 057

tions across all in-context examples. 058

In the subsequent sections, this paper presents 059

two pivotal contributions: 060

• A demonstration of the efficacy of various 061

techniques for independently processing data, 062

substantiated by empirical findings. 063

• Insights drawn from our observations, shed- 064

ding light on the mechanics governing how an 065

LLM handles sequentially presented data. 066

It is noteworthy that the techniques expounded 067

upon in this paper demand no structural alterations 068

to the LLMs; they solely pertain to the inference 069

process. 070

2 Methodology 071

In our approach, we denote the data as {Di ∀ 0 072

≤ i < N}. len(Di) represents the number of 073

tokens contained within Di. Conventional meth- 074

ods typically necessitate that the total token count 075

across all data elements complies with the con- 076

text window length, denoted as CW , such that 077∑N
i len(Di) ≤ CW . However, our objective is 078
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to relax this constraint to the condition len(Di) ≤079

CW ∀ 1 ≤ i < N . To achieve this, we adopt a080

strategy of processing each data element indepen-081

dently, as opposed to a strictly sequential approach.082

Our data processing methodology for each Di is083

outlined as follows:084

• We prepend a limited context, denoted as C085

to Di.086

• Inference is conducted on each Di with the087

context appended, utilizing a transformer088

model.089

• We gather the hidden states corresponding to090

Di generated as the output from each layer,091

resulting in len(Di) hidden states for each092

layer.093

The "processed" hidden states are subsequently094

leveraged for inference in response to user queries095

in the following manner:096

• Before initiating the inference process, we097

modify the key-value cache for each attention098

head within every layer by undertaking the099

following steps:100

– The "processed" hidden states are pro-101

jected to key and value vectors using key102

and value projection matrices.103

– These computed vectors are incorporated104

into the corresponding key-value cache.105

The subsequent sections of this paper delve into106

the intricacies of how inference on Di is executed107

during the "processing" phase.108

2.1 Data Representation Di109

The empirical findings presented in this paper110

are illustrated through the examination of a spe-111

cific dataset, which we will denote as "DataSet 1:112

Person-Action Relationship."113

Within this dataset, each Di corresponds to a114

concise English sentence encapsulating a person115

and an associated action, expressed in the format116

"<Name of Person> is <Name of Action>." Illustra-117

tive instances from this dataset include "Leechen-118

baum is driving" and "Zelensky is hiking."119

It is crucial to note that each Di within this120

dataset consists of two distinctive entities: a person-121

entity (referred to as "<Name of Person>") and an122

action-entity (referred to as "<Name of Action>").123

2.2 Naive "Processing" with Empty Context : 124

C = ∅ 125

In this particular approach, each data element Di 126

is independently "processed" without the incorpo- 127

ration of any additional contextual information de- 128

noted by C. Empirical observations have revealed 129

a significant disparity between the entities present 130

in the data and the manner in which they are inter- 131

preted by the Large Language Model (LLM). 132

For Dataset-1, a notable discrepancy is observed, 133

where the person-entity is frequently associated 134

with an action-entity different from its intended 135

assignment. Table 1 provides a representation of 136

LLM responses to select queries presented to it. 137

The empirical results demonstrate a substan- 138

tial misalignment between the "processed" hidden 139

states of the action-entity and their intended encod- 140

ing of information about the person-entity. Conse- 141

quently, we deduce that it is imperative to instigate 142

measures to guide the model in encoding this spe- 143

cific information accurately. 144

Query Response
What is Williamson is doing? baking
What is Oppenheimer doing? baking
Who is cycling? Oppenheimer
Who is baking? Oppenheimer

Table 1: Data: ["Williamson is baking", "Oppenheimer
is cycling"]

2.3 Template Based "Processing": C = D0 145

In this approach, each data element Di, where 146

i > 0, is augmented with a template resembling 147

the structure of Di. This augmentation serves to 148

encourage the model to encode pertinent informa- 149

tion regarding the identity of the first entity within 150

the hidden states of the second entity. 151

For Dataset-1, we employ D0 as the tem- 152

plate, consequently modifying the data as follows: 153

"D0, Di" for i > 0. Tables 2 and 3 showcase the 154

LLM responses to a selection of queries posed to 155

the model. 156

From table 2, we observe that the responses are 157

as expected. But as we increase the number of 158

data elements to three, the responses begin to be 159

inaccurate as observed in 3. 160

The empirical results underscore an intriguing 161

observation. The model, under the influence of 162

this template-based "processing" approach, tends 163

to generate mismatches when processing Di where 164
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i > 0. We posit that the model introduces a165

global positional order to differentiate between dis-166

tinct data elements. This position is calculated by167

enumerating the number of separators present in168

the text being "processed," which, in our specific169

case, consists of the comma (",") character. Conse-170

quently, by manipulating the number of separators171

in the context, it is feasible to modify the global172

position assigned to the data.173

In Table 3, D0 is allocated a global position of 0174

(in the absence of any separator), while the remain-175

ing data elements are assigned a global position of176

1 (indicating the presence of exactly one separa-177

tor). This configuration results in only one of the178

data elements assigned a global position of 1 being179

considered for inference.180

Query Response
What is Williamson is doing? baking
What is Oppenheimer doing? cycling
Who is cycling? Oppenheimer
Who is baking? Williamson

Table 2: Data: ["Williamson is baking", "Oppenheimer
is cycling"]

Query Response
What is Williamson is doing? baking
What is Oppenheimer doing? painting
What is Leechenbaum doing? cycling
Who is cycling? Leechenbaum
Who is baking? Williamson
Who is painting? Leechenbaum

Table 3: Data: ["Williamson is baking", "Oppenheimer
is cycling", "Leechenbaum is painting"]

2.4 Template and Position-Based181

"processing": Ci = {i <FLR><SEP>182

tokens}+ {D0}183

Each data Di is prefixed with i <FLR><SEP> to-184

kens along with the template as context. Here, a185

filler token <FLR> is a group of tokens propor-186

tional to the length of the entities present in the187

data. Empirically, we find that using the first entity188

present in D0 gives accurate responses.189

For Dataset-1, we use "<FLR>, " ∗i + "D0" as190

the template. Hence, the modified data is now191

"<FLR>, " ∗i + "D0, Di". In our experiments, we192

use "Williamson" as the <FLR> token and "," as193

the <SEP> token. Table 4 and 5 show the LLM 194

responses to some of the queries posed to it. 195

This "processing" gives us the desired responses 196

for our queries. In the More Results section, we 197

show results for larger number of data elements 198

and larger number of entities per data element. 199

Query Response
What is Williamson is doing? baking
What is Oppenheimer doing? cycling
What is Leechenbaum doing? painting
Who is cycling? Oppenheimer
Who is baking? Williamson
Who is painting? Leechenbaum

Table 4: Data: ["Williamson is baking", "Oppenheimer
is cycling", "Leechenbaum is painting"]

Query Response
What is Williamson is doing? baking
What is Oppenheimer doing? cycling
What is Leechenbaum doing? painting
What is Zelensky doing? relaxing
Who is cycling? Oppenheimer
Who is baking? Williamson
Who is painting? Leechenbaum
Who is relaxing? Zelensky

Table 5: Data: ["Williamson is baking", "Oppenheimer
is cycling", "Leechenbaum is painting", "Zelensky is
relaxing"]

3 Conclusion 200

From our empirical investigations, we conclude 201

that the LLM, in order to distinguish different 202

pieces of information, uses a global position or- 203

der, that in our case is determined from the number 204

of seperators present in it’s context. If two datum 205

occupy the same global position order, it tends to 206

mismatch the entities present in one with the other. 207

We also observe that the hidden states of entities 208

do not generally encode information about the pre- 209

viously associated entities. But we can encourage it 210

to do so by supplying a similar datum. This forces 211

the subsequent hidden states to encode more infor- 212

mation about entities present in the data since now 213

it has in it’s context more than one similar datum. 214

Using these observations, we demonstrate a tech- 215

nique that can independently process data elements 216

thereby enhancing control over them and eliminat- 217
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ing the need for recomputation during user query218

processing.219

4 Future Work220

We would like to investigate the possibility of ex-221

tending the above described technique to differ-222

ent structured and unstructured data such as table223

schemas and more key-value pairs. Our final de-224

sired goal is to generalize our approach to all kinds225

of data.226

Limitations227

The empirical investigation has only been con-228

ducted for one data set, English sentences describ-229

ing relationship between multiple entities. More230

empirical investigations are required to check the231

generalizability of the approach to other form of232

data.233

The results of the investigations are specific to234

Llama 2 13b Chat model (Touvron et al., 2023).235

Further work is required to check whether the same236

results are observed on other LLMs as well.237
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A Appendix 292

A.1 Experimental details 293

We access the Llama-2 13b chat model (Touvron 294

et al., 2023) via huggingface transformers (Wolf 295

et al., 2020). We use the Unlimiformer codebase 296

(Bertsch et al., 2023) for our experiments. We 297

make sure our use of Llama-2 model is within it’s 298

licensing agreement. 299

The system instruction provided to the model: 300

"<s>[INST] «SYS» You are a helpful assistant. An- 301

swer with short responses according to the question. 302

«/SYS»". 303

The queries are asked in the following format: 304

"Based on the above information, can you tell me 305

<INSERT QUERY>?[/INST]" 306

A.2 More Results 307

A.2.1 Importance of Template D0 in the 308

Context C 309

Results in Table 6 and Table 7 demonstrate the 310

importance of template supplied in the context. 311

With a smaller template such as "Williamson is 312

baking", we get inaccurate results. But by using 313

D0 which is "Williamson is baking in America", 314

we get accurate results. 315

A.2.2 Importance of <FLR> token in the 316

Context C 317

Results in Table 7 and Table 8 demonstrate the 318

importance of token supplied in the context. 319
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Query Response
What is Williamson is doing? baking in America
What is Oppenheimer doing? cycling in Lithuania
What is Leechenbaum doing? painting in Siberia
What is Zelensky doing? relaxing in India
What is Murugan doing? eating in Siberia

Table 6: Data is ["Williamson is baking in America",
"Oppenheimer is cycling in Lithuania", "Leechenbaum
is painting in Siberia", "Zelensky is relaxing in India",
"Murugan is eating in Mexico"]; context supplied is
(Ci = i∗"Williamson"+"Williamson is baking")

Query Response
What is Williamson is doing? baking in America
What is Oppenheimer doing? cycling in Lithuania
What is Leechenbaum doing? painting in Siberia
What is Zelensky doing? relaxing in India
What is Murugan doing? eating in Mexico

Table 7: Data :["Williamson is baking in America", "Op-
penheimer is cycling in Lithuania", "Leechenbaum is
painting in Siberia", "Zelensky is relaxing in India",
"Murugan is eating in Mexico"]; context supplied is
(Ci = i∗"Williamson"+"Williamson is baking in Amer-
ica")

Using a smaller <FLR> such as "Lory" gives320

poor results. Using a entity-size proportional321

<FLR> such as "Williamson" gives accurate results322

Query Response
What is Williamson is doing? baking in America
What is Oppenheimer doing? cycling in Lithuania
What is Leechenbaum doing? cycling in Siberia
What is Zelensky doing? eating in India
What is Murugan doing? eating in Siberia

Table 8: Data is ["Williamson is baking in America",
"Oppenheimer is cycling in Lithuania", "Leechenbaum
is painting in Siberia", "Zelensky is relaxing in India",
"Murugan is eating in Mexico"]; context supplied is
(Ci = i∗"Lory"+"Williamson is baking in America")
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